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Abstract—Yarn (Yet Another Resource Negotiator it is a 

system which use distributing operating for big data application. 

This technology designed for the cluster management. Now a 

day’s data is generating with very fast rate of speed day by day it 

is increasing just like a tree and it’s 

branches. To handle this huge amount of data the technology 

Hadoop efficiently deal with this big data. Hadoop it is a 

technology in which Huge Amount of data processed with the 

help of Hadoop Version 1.0. 

 

FIG.1 HADOOP 1.0 ARCHITECTURE 

 
Map Reduce Programming model. Which is also referred to as 

MRV1.Hadoop technology use different Scheduler for processing 

the job in parallel. The one scheduler is FIFO (First In First Out) 

which  

 

is also called as Default scheduler. Other scheduler work on the 

priority basses. As the time passed map reduced performed both 

the  

 

 

working resource management and processing and A job tracker 

the single master that allocate the  

 
 

 

 

resource and monitor the processing of jobs as well as it 

performed job scheduling.it reduces the tasks into number of 

process also called the task Tracker. This task tracker 

continuously response their performance to the job a tracker. 

This Process Result in Scalability bottleneck on the behalf single 

job tracker. Apart from this uses of computational resource it 

limited in [MRV1]. According to Yahoo the limits of this 

designed arrive with a cluster of 5000 nodes and 40000 tasks 

running continuously. To overcome related to this type of 

problem Yarn was Developed in Hadoop version 2.0 in 2012 by 

Yahoo and Horntonworks. 

 
1. INTRODUCTION 

In the Present days with the internet and its things 

generate huge amount of data and this data is 

mainly analyzed for business purpose. There are 

numbers of Source from where in huge amount of 

data generates like Social Networking websites 

organizations applications and their database, 

sensors, data generated from machines and the data 

generated from high quality videos and many other 

resource and this data which are generated from 

different source this data are having precious value 

for business explore. Now the problem arises that 

such a huge amount and unstructured and gigantic 

amount of data how to deal from it that’s why there 

is huge demand for management of this huge 

amount of Big data. The optimal techniques 

required for improving this data. The processing of 

this huge amount of data done by Hadoop using 

parallel and distributed computing platform which 

was developed using java language. Its features are 

similar to the Google File System and Map 

Reduced Process. In the Hadoop Framework 

Developers overcome from parallelization Issues it 

allows the developers to focus on the problem of 

computation and parallelization issues are deal by 

the framework. 
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ABOUT MAP REDUCE 

 
In 2003 some engineer of google designed Map 

reduce framework architecture. 

It can be understanding by parallel programming 

language model used for processing huge amount of 

data whether data may be in structural from or in 

unstructured form.it send the data on large cluster 

of hardware. 

It provides environment software platform which is 

used to develop application that Simultaneously 

process vast amount of data on the large cluster 

having reliable hardware and fault tolerance manner 

which is having batch orientated model where in 

large number of data is stored in Hadoop HSFS 

Hadoop distributed file system and computation on 

data is processed as map reduce phase. 

If we want to understand characteristics of 

execution of framework it can help us to design 

application and also can enhance the performance. 

There are following characteristics and behavior of 

map reduce framework. 

 

FAULT TOLERANCE 

Map reduce Engines are robust in fault tolerance 

and error handling. If there is a fault and error in all 

the nodes and parts in each nodes of map reduce its 

engine recognizes that something going to be wrong 

and make necessary correction. 

 

SCHEDULING 

Map reduce broke the jobs into single unit of task 

and provide it to the map and it’s reduce structure 

of the application. Mapping concluded before the 

reducing take place and tasks are get priority on the 

basis of number of nodes in the cluster. The whole 

performance is complete we can say when all its 

related task reduced and have processed 

successfully. 

 

DATA ARRANGEMENT 

The effective execution occurs when mapping 

function is arranged on the exact machine holding 

the data which is it need to execute and process 

scheduler place the data or code on the related node 

having the priority to execution. 

SYNCHRONIZATION 

When one or more than one process executes 

continuously in a cluster we require a policy to run 

the code or process smoothly and this situation 

handle by synchronization machines it do 

automatically because framework already know that 

code is mapped and reduced later on it provide way 

what to processed and when to run. When all it’s 

the processed completed later on mapping begin 

 

WHAT IS HDFS? 
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The Hadoop Distributed file system is dynamic, 

elastic and cluster approach to manage file holding 

a big data processor.it doesn’t a final position.it is 

also called data service which offers a unique bunch 

of calibre require when data and volume are huge. 

In this process the data is create only once but read 

this data numbers times that’s why it is a best 

selection for helping big data to analysis. This 

process carries a name node and numbers of data 

nodes processing on a useful hardware and it 

allocates the top levels of processing performance. 

Name node keeps tracking and analyse to where 

data is physically going to be stored. 

 

NAME NODES 

HDFS perform working on piecing large number 

data files into small amount of blocks. The blocks 

are kept on the data nodes and it is managing by the 

Name Node and keep the information of related to 

blocks to analyse about data stored and make 

decision storing data from analysed node which 

complete file. Name Node access all related files to 

read, write, create, delete and copying of data 

blocks on the data nodes Name Node also 

responsible for managing namespace. The data 

nodes keep asking to the Name Node is there any 

work for them to do. These data nodes also 

communicate between themselves that’s why they 

cooperate during file system operations. 

 

DATA NODES 

Data nodes within HDFS cluster, data blocks are 

copied All side numbers of data nodes and this 

processed handle by the Name node. Name node 

consumes a rack Unique Id to continuously keep 

tracking of data nodes throughout the cluster. Data 

nodes allocate Heartbeat massage to analyse and 

check connection among data nodes and Name 

Node.HDFS uses transaction in the form of logs 

and checksum to validate and keep integrity 

throughout the cluster. Data nodes use local disk all 

the data blocks are stored locally and these blocks 

are replicated across many data nodes, so that if 

there is a possibility of failure among any one 

server ensure the file will not corrupt. 

 

METADATA 

Metadata is process of keeping data about data. 

Metadata provides a vast information related to the 

following. 

When the file was developing, processed, alter, 

removed? 

Where file of blocks are kept in the cluster? 

Who is having the authority to see or alter the file? 

The number of files are going to be stored in the 

cluster? 

The Number of data nodes are participated in the 

cluster? 

The destination of the transaction processed log for 

the cluster? 

 

 

WHY YARN ARCHITECTURE 

Hadoop Map reduced and HDFS are constantly 

being improved. Hadoop is the group of tool and 

technology presenting today to overcome big data 

Question. Hadoop Version 1.0 that is also known as 

Map Reduce Version 1.0 MRV1.Map reduce 

handle both processing and resource management 

function. In other word single job tracker 

responsible number of jobs in parallel and it create 

huge amount of data traffic and slow down the 

Hadoop performance. It carries job tracker that is 

only the individual master. The job tracker working 

is to allocate the resource, monitoring the process 

jobs and also performed scheduling of jobs. It 
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allocates map and reduce the tasks into different 

processes also known as task tracker. Job tracker 

was performing highest bottleneck in Hadoop 1.0. 

The task tracker continuously reports their 

performance to the job tracer.  This schema resulted 

in scalability form of bottleneck because of a single 

Job Tracker. IBM point in its article that 

information gathered from Yahoo!, the possible 

limitation of this type of a design are arrive at with 

a cluster of 5000 nodes and 40,000 tasks processing 

continuously. Apart from this issues the use of 

computer resources is less in [MRV1]. And the 

Hadoop platform became minimum to Map Reduce 

working Example to handle all these problem 

YARN came into existence in Hadoop version 2.0 

 

WHAT IS YARN ARCHITECTURE 

 
Yet Another Resource Negotiator(YARN) provides 

two major services. 

Global Recourse Management (Resource Manager) 

Pre-application Management (Application Master) 

YARN broke down the process of Job Tracker into 

different components, each of them allocating a 

particular task to execute. In Hadoop 1, the Job 

Tracker takes responsibility of resource 

management, job scheduling and job tracking. 

YARN process is to broke these process of 

Job Tracker into Resource Manager and 

Application Master. Instead of Task Tracker, it uses 

Node Manager. The Node Manager Keep tracking 

the application and working of CPU, network, disk, 

storage and response quick to the Resource 

Manager. For every application working on the 

node there is a equivalent Application Master. If 

there more necessity of resources having the 

necessity to help the active application, the 

Application Master send the notification to the 

Node Manager and the Node Manager 

communicate with the Resource Manager Scheduler 

for the more power on favour of the application. 

The Node Manager is also handle tracking job 

performance and movement within its node. 

 

APPLICATIONS MANAGER 

Application Manager is a service that is responsible 

for accepting job submission.it communicate with 

1
st
 container from the Resource Manager for 

processing the application providing the resource 

for application master to ready tracking the 

application progress and restart in case of any error 

or failure. 

NODE MANAGER 

Node Manager help single nodes in a Hadoop 

cluster and handle user jobs and work process on 

the provided node. The node Manager responsible 

to sends a heartbeat signal to the Resource Manager 

to update it with the health status Its first motive is 

to handle application containers allocated to it by 

the resource manager. It keeps in touch with the 

Resource Manager.it creates the requested container 

process and ready working on it. Name Node Also 

track resource occupied such as CPU, memory of 

single containers and execute Log management. 

 

RESOURCE MANAGER 

A Resource Manager which manages the 

scheduling of compute resources to applications. It 

optimizes cluster utilization in terms of memory, 

CPU cores etc. To allow different policy constraints, 

the resource Manager having algorithms that allows 

resource in a particular way. 
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SCHEDULER 

it is only responsible for allocating resources to 

applications and submitted to the cluster, Scheduler 

only allocates the cluster resources carried from the 

job and resource requirement it does not involved in 

any job completion or monitoring. 

APPLICATION MASTER 

Application Master is an application of individually 

job deposit to the platform. Every such application 

has a uniquely Application Master combined with it 

which is a platform particular entity.it is responsible 

for communicating the resource from Resource 

Manager and works with node Manager to execute 

the tasks. The Resource Manager provides 

containers to the Application Master and these 

containers are then used to run the application-

specific processes. It also tracks the status of the 

application and monitors the progress of the 

containers. it continuously transfers heartbeats to 

the Resource Manager to ensure its health and to 

change the history of its resource Requirement. And 

when the task of container completed, The 

Application Master unregister the container with 

Resource Manager and unregister itself too. 

 

CONTAINER 

Container is a records of physical resources for 

Example CPU, RAM disk etc. that is bound to a 

specific node. Resource Manager scheduler it 

dynamically provides resources as containers 

container grants rights to an Application Master to 

use a specific amount of resources (memory, CPU 

etc.) on a particular host. 

WORKING APPLICATION IN YARN 

  

• A YARN client present an application to the 

Resource Manager. 

• The client defines a Application Master and 

command to start the Application Master on a node. 

• Application Manager request of resource manager 

will accept the application request from the client. 

• The scheduler request of resource manager will 

allocate a container for the Application Master on a 

node and the node Manager service on that node 

will use the command to start the Application 

Master service. 

• The Application Master demands resources from 

the Resource Manager. 

• Resource Manager will allocate the resources as 

containers on a set of nodes. 

• The Application Master will connect to the node 

Manager services and request node Manager to start 

containers. 

• Application Master handle the execution of the 

containers and will send the notification to 

Resource Manager when the application task is over. 

Application task and progress monitoring is the 

responsibility of Application Master rather than 

Resource Manager. 

• The node Manager runs on every slave of the 

YARN cluster. It is tracks for running application’s 

containers. The resources specified for a container 

are taken from the node Manager resources. Each 

node Manager continuously up to dates Resource 

Manager for the information of available resources. 

The Resource Manager uses this resource 

technology to allocate new containers to 

Application Master or to start execution of a new 

application. 

Conclusion 

In this paper we recite to the collection of the 

history of Hadoop and also explain how big taking 

and in new forms of application has force the 

starting architecture well except what it was 

develop to complete. 

We later discussed architecture evolution that lead 

to YARN. Thanks to the separate resource 

management and program framework. 

YARN provide. 

More scalability  

 Higher amount of efficiency 

Enable a vast number of different frame work to 

effectively share a cluster. 

These case are keep both practically by example 

and by large portion production practice of yahoo. 

That is now 100% processing enthusiasm that 

enclose this framework by allocating a report 

people action and by detail snap to yarn. We 

consider that yarn can help as both a solid 
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production platform and also as precious field for 

the researcher. 
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