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Abstract— Data analysis is used in a variety of fields such as text 

categorization, medical diagnosis, image processing, fraudulent 

detection, to name few. Clustering is a unsupervised data 

analysis technique which tends to form clusters (groups) of 

similar data items together. In literature, a number of clustering 

based algorithms has been proposed by different researchers. 

This research paper presents a survey of various clustering 

algorithms, which aims at providing an insight to the existing 

clustering methods and gives the future trends to the researchers  

for clustering based techniques. 
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I. INTRODUCTION 

Data analysis is carried out by number of different 

tools and methods that have been designed for 

handling existing data and discovery of exceptions. 

Data analysis basically includes: queries and reports, 

OLAP, MOLAP, ROLAP AND HOLAP. 

Nowadays databases are growing in large in size, 

due to this past techniques and analysis methods are 

break down. So knowledge discovery from the data 

or data mining are used for analysing large set of 

data. 

       Clustering is defined as a set of data objects 

into multiple groups or clusters [1]. The object of 

one group have many similarity but they are 

dissimilar to the objects of other clusters. Clustering 

techniques have wide range of applications such as 

security, business intelligence, biology and web 

search. We obtain different clusters on apply 

different techniques of cluster [2]. In clustering,  

 

 

 

 

 

partitioning or grouping of data not done by human 

but there are presence of many clustering 

algorithms for obtaining different set of clusters. 

Clustering is also known as data segmentation [3] 

because it classify large data sets into groups on     

the basis of their similarity. Clustering is also  

applied for the outlier detection i.e. value that is far  

away from any cluster such as credit card fraud 

and  handling of criminal activities in electronic 

commerce. 

 

 

II. ASPECTS TO COMPARE CLUSTERING TECHNIQUES 

Following are some aspects that are used for 

comparing clustering methods- 

The Partitioning Criteria: In partitioning criteria , all 

data are carried out in a way that there is no 

hierarchy formed among the groups of data i.e. 

clusters. In other words all data are organized at 

same level. 

Separation Of Clusters:  Some techniques categorized 

data objects into mutually exclusive clusters, but in 

some cases data clusters are not exclusive i.e. it 

may be belong to more than one clusters. 

Similarity Measures: There are presence of some 

techniques that make the clusters on the basis of 

distance between them. Distance is defined by a 

rooted network, Euclidean space or other space. 

Clustering Space: Many clustering algorithms 

searches data groups within the given data space. 

These methods are useful for low level of data .[4] 
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III. STATE-OF-ART FOR CLUSTERING METHODS 
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Several clustering methods or techniques are 

present for making clusters. They are shown as in 

diagram below-[5] 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

              Fig.1  Classification of clustering  methods 

 

 

A. Partitioning Method:  It is easy and mostly used 

clustering technique for obtaining clusters. 

In partitioning method we assume that there 

are numbers of clusters are given in 

background. Partitioning method have K-

Means and K-Medoids algorithms. 

B. Hierarchical Methods: In hierarchical methods 

we make the group of data objects into a 

hierarchy or tree of clusters. This methods 

may be agglomerative or divisive [6]. An 

agglomerative hierarchical methods follow 

the bottom-up  

 

 

 

approach for designing tree whereas divisive 

hierarchical methods uses top- down approach [7]. 

 

C. Density –Based methods: Partitioning and 

hierarchical clustering methods are specially  

designed for the spherical- shaped clusters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 These methods are not suitable for arbitrary shape 

such as ―S‖ and oval shape.  Density- Based 

methods are designed to find the clusters of 

arbitrary shape. It have two algorithms namely 

DBSCAN and DENCLUE  . 

 

D. Partitioning Method:-  Partitioning method is a 

simple and most fundamental  tool used for 

cluster analysis, which organized the objects 

of data set into several groups. Here we may 

assume that the number of clusters is given 

in background knowledge and it is starting 

point of this method. 
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This method have K-means and K-medoids 

algorithms. 

 

E. K-Means- The K-Mean algorithm defines a 

center point within the clusters. After this it 

proceeds by selecting randomly other points 

and calculate Euclidean distance between 

them [9]. 

 

F. K- Medoids- This algorithm is suitable for the 

outliers because such objects are far away 

from the data during assigned to a clusters 

as in K-Means algorithm. This algorithm is 

more robust as compared to K- Means 

because in the presence of noise and outliers 

it is less influenced. It also handle large data 

as compared to above algorithms. 

 

G. Hierarchical Methods:-  In partitioning methods 

we meet the basic requirements of 

organizing a set of objects into number of 

groups, but in some situation we may want 

to organized the data into groups at different 

levels such as in tree hierarchy. This method 

categorized into algorithmic methods (such 

as agglomerative, divisive and multiphase), 

probabilistic methods and Bayesian 

methods. Algorithmic methods calculate 

clusters according to the deterministic 

distance between objects [10]. Probabilistic 

methods use probabilistic model to make the 

clusters of objects. Bayesian methods 

compute a distribution of number of 

possible clusters and it return group of 

clusters . 

 

H. Density-Based Methods:-  Density- based 

methods basically used to find the clusters 

of oval and other shapes because both 

partitioning methods and hierarchical 

methods find clusters of only spherical 

shape [11]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig.2 Clusters of arbitrary shape i.e. oval 

 

 

IV. CONCLUSION 

Clustering algorithms found the groups of similar 

objects, instead of requiring a predefined 

classification. They are unsupervised learning 

techniques include several algorithms such as 

partitioning, hierarchical, density-based an grid 

based . We obtained different result on  same data 

set by applying different clustering algorithm. 
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